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Error-Induced Blindness: Error Detection Leads to Impaired
Sensory Processing and Lower Accuracy at Short
Response–Stimulus Intervals
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Empirical evidence indicates that detecting one’s own mistakes can serve as a signal to improve task performance. However, little work
has focused on how task constraints, such as the response–stimulus interval (RSI), influence post-error adjustments. In the present
study, event-related potential (ERP) and behavioral measures were used to investigate the time course of error-related processing while
humans performed a difficult visual discrimination task. We found that error commission resulted in a marked reduction in both task
performance and sensory processing on the following trial when RSIs were short, but that such impairments were not detectable at longer
RSIs. Critically, diminished sensory processing at short RSIs, indexed by the stimulus-evoked P1 component, was predicted by an ERP
measure of error processing, the Pe component. A control analysis ruled out a general lapse in attention or mind wandering as being
predictive of subsequent reductions in sensory processing; instead, the data suggest that error detection causes an attentional bottleneck,
which can diminish sensory processing on subsequent trials that occur in short succession. The findings demonstrate that the neural
system dedicated to monitoring and improving behavior can, paradoxically, at times be the source of performance failures.
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Introduction
Previous investigations of the human performance-monitoring sys-
tem (Botvinick et al., 2001; Holroyd and Coles, 2002) suggest that
the detection of mistakes serves as a signal to adapt and improve
ongoing behavior. However, behavioral work has challenged the no-
tion that error detection universally leads to enhanced cognitive con-
trol (Jentzsch and Dudschig, 2009; Notebaert et al., 2009). One
possible explanation for this discrepancy is that the error detection
reflects a resource-intensive process, which can interfere with task

performance in situations where decisions must be made rapidly.
The current report used the event-related potential (ERP) technique
and manipulated the time between error commission and subse-
quent stimulus presentation (response–stimulus interval [RSI]) to
investigate the possible time course of attentional distraction caused
by error detection.

Error-commission is associated with activation of the cin-
gulate and medial-frontal cortex (MFC) (Ridderinkhof et al.,
2004), observable in ERP recordings as the fronto-central
error-related negativity (ERN), followed by a centro-parietal
error positivity (Pe) (Ullsperger et al., 2014). Error-related
activity within MFC has been linked to post-error slowing
(PES) (Botvinick et al., 2001), post-error accuracy (PEA) in-
creases (Maier et al., 2011), and enhancement of task-relevant
sensory processing (King et al., 2010). However, all of these
previous investigations used RSIs �1000 ms. Therefore, exist-
ing support for the notion that errors lead to increased control
has left open the question of whether error-induced control is
limited to situations in which RSIs are relatively long.
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Significance Statement

The performance-monitoring system is a network of brain regions dedicated to monitoring behavior to adjust task performance when
necessary. Previous research has demonstrated that activation of the performance monitoring system following incorrect decisions
serves to improve future task performance. However, the present study provides evidence that, when perceptual decisions must be made
rapidly (within approximately half a second of each other), activation of the performance-monitoring system is predictive of impaired
task-related attention on the subsequent trial. The data illustrate that the cognitive demands imposed by error processing can interfere
with, rather than enhance, task-related attention when subsequent decisions need to be made quickly.
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A key challenge to the notion that error
detection universally leads to enhanced con-
trol has come from a behavioral study by
Jentzsch and Dudschig (2009), which di-
rectly investigated the influence of RSI on
post-error behavior. At RSIs ��500 ms, er-
rors led to a reduction in PEA, whereas at
RSIs of 1000 ms, PEA did not significantly
differ. These data are suggestive of error de-
tection causing an attentional bottleneck,
which impairs subsequent task perfor-
mance when the RSI is short. However, neu-
ral evidence linking error processing to
impaired attentional processing is lacking.

Theoretical models of executive con-
trol suggest that adequate performance in
difficult perceptual decision making tasks
requires enhanced attentional control
over sensory cortex (Lavie, 1995; de Fock-
ert et al., 2001). One of the earliest ERP components consistently
influenced by spatial attention (Hillyard et al., 1998) and feature-
based attention for color (Zhang and Luck, 2009) is the lateral-
occipital P1 component. If error detection does produce an
attentional bottleneck, one might expect a reduction of P1 on post-
error trials. However, impaired sensory attention following errors
could also be explained by a general lapse in attention causing both
error commission and modulation of post-error processing. If error
detection itself can be the source of an attentional bottleneck, then
P1 reductions on post-error trials should be selectively predicted by
the extent of error-related processing. In contrast to the ERN, the Pe
appears to be a good candidate for driving such an attentional bot-
tleneck, given that this component has been linked to the resource-
intensive process of consciously deciding whether an error has
occurred (Nieuwenhuis et al., 2001; Steinhauser and Yeung, 2010).

In the present investigation, participants performed a difficult
color-discrimination task in which post-error behavior and elec-
trophysiological responses were compared at relatively short
(200 –533 ms) and long (866 –1200 ms) RSIs. In line with recent
investigations (Jentzsch and Dudschig, 2009), we predicted that
PEA decreases would be maximal at short RSIs. Critically, we also
expected the stimulus-locked P1 following errors to be dimin-
ished at short RSIs, suggesting impairment in sensory attention,
but that impairments would be alleviated at longer RSIs. In ac-
cordance with the notion that errors directly cause an attentional
bottleneck, we hypothesized that the magnitude of error-related
processing, as indexed by the Pe component of the ERP, would be
negatively related to sensory processing on the subsequent trial.

Materials and Methods
Participants
Twenty-five students from George Mason University participated in the
study in exchange for course credit. The sample size for this study was
determined by conducting power analyses, which leveraged previous in-
vestigation of the P1 (Zhang and Luck, 2009) and Pe (Steinhauser and
Yeung, 2010) ERP components to estimate effect sizes. Based on power
analyses of the P1 effect, it was determined that 19 participants would
yield 80% power for detecting a P1 effect, with considerably fewer being
required to provide comparable power for the Pe; data from 25 partici-
pants were collected to ensure that at least 20 participants remained for
statistical analyses following potential rejection of participants for poor
behavioral performance and/or excessive EEG artifacts. One participant
was removed due to noisy EEG; one participant was removed due to low
accuracy (accuracy �60%, 2 SD below the mean). A total of 23 partici-
pants (8 male, mean � SD age, 22.0 � 5.0 years) remained for behavioral

and electrophysiological analyses. All participants were right-handed,
tested to ensure normal (or corrected-to-normal) visual acuity and color
vision, had no known neurological deficits, and were not currently taking
any medications known to affect the CNS. All participants provided
written informed consent before participation, and all procedures were
approved by the George Mason University Office of Research Integrity
and Assurance.

Procedure and task design
Participants performed a difficult two-choice perceptual decision-
making task, in which the color of two simultaneously presented concen-
tric circles had to be discriminated (Fig. 1). On each trial, two concentric
circles were presented for 200 ms, and participants were required to
respond with the index finger of one hand if the circles were the same
color, and the index finger of the other hand if the circles differed in
color; the concentric circles were the same color on 50% of trials. The
response mappings between stimuli and hand were counterbalanced
across individuals. Participants were instructed to respond as quickly and
accurately as possible before a 2000 ms response deadline. If participants
responded after the 2000 ms response deadline, a “too slow” message
appeared on the screen and this trial (and the subsequent trial) was
removed from further analyses. Additional feedback of response accu-
racy was provided during practice sessions; however, no other trial-by-
trial feedback was provided during the experimental task. Following
response, a randomly selected RSI preceded the presentation of the sub-
sequent trial; RSIs were drawn from a uniform distribution ranging from
200 to 1200 ms. These RSI values are based on previous research inves-
tigating the influence of RSI on PES and PEA (Jentzsch and Dudschig,
2009). Given that some trials were separated by an RSI interval as short as
200 ms, an a priori decision was made to not allow participants to correct
their responses in the present task. That is, participants were explicitly
instructed not to correct their response, even if they knew they made a
mistake. Participants completed 20 experimental blocks consisting of 84
trials each (1680 trials total). To minimize fatigue, a mandatory 30 s
break was required after each block. Additionally, participants per-
formed a passive version of the task every six blocks, in which only a
simple response was made to stimulus presentation and no discrimina-
tion was required; analysis of this passive task is not discussed here.

Before completing the experimental task, participants were familiar-
ized with the task by practicing 20 trials of the task in which the color
difference between the two concentric circles was easy to distinguish,
with accuracy feedback after every trial. Participants then completed 80
trials of an adaptive version of the task (without feedback) to titrate task
difficulty (difference in hue between the two concentric circles) to
�80%. Following the titration procedure, participants practiced 40 trials
of the experimental task (without feedback); if performance was not
within �5% of the desired accuracy rate, then the calibration procedure
was performed a second time to ensure �80% accuracy for all partic-

Figure 1. Experimental paradigm. The relative stimulus size and contrast have been increased for presentation purposes.
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ipants. Participants were then fitted with an EEG cap while they
completed a series of questionnaires. Following EEG preparation,
resting-state EEG (eyes-open and eyes-closed) was recorded and an ad-
ditional practice task (40 trials, without feedback) was completed before
the beginning the experimental task. Following task completion, an ad-
ditional series of questionnaires was completed and participants were
debriefed.

Stimuli
Stimuli consisted of a green (8-bit sRGB: r � 0.118, g � 0.392, b � 0;
cd/m 2 � 54.846) circle (subtending 2 degrees) with a smaller circle (sub-
tending 1.12 degrees) superimposed within the center of the larger circle.
The smaller circle could either be the same color as the larger circle or
differ slightly in hue as to appear slightly yellowish-green (mean 8-bit
sRGB: r � 0.144 g � 0.384, b � 0; cd/m 2 � 54.854). Stimuli were
presented on a gray background (cd/m 2 � 38.72) within the center of a
light gray box (cd/m 2 � 70.41), subtending 3.75 � 3.75 degrees, which
remained on screen throughout each experimental block. The difference
in hue between the “same” and “different” stimuli was titrated for each
participant to achieve �80% accuracy using the QUEST psychophysical
threshold procedure (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007).
The “same” and “different” stimuli were closely matched for luminance;
across participants, the average difference in luminance was 0.008 cd/m 2.
Stimuli were generated using the MATLAB programming environment
(The MathWorks), Psychtoolbox functions (Brainard, 1997; Pelli, 1997;
Kleiner et al., 2007), and custom MATLAB scripts. Stimuli were pre-
sented on a standard LCD desktop monitor.

A control analysis of the “same” and “different” stimuli was conducted
to confirm no significant differences in terms of the elicited P1 response;
all experimental trials, regardless of behavioral response, were sorted as a
function of stimulus type, and the stimulus-locked P1 component was
statistically compared. Mirroring the primary analyses presented in the
section entitled “ERP analyses,” P1 was defined as mean amplitude dur-
ing a 124 –164 ms time window, collapsed across electrodes PO7 and
PO8. A repeated-measures t test revealed no significant difference in P1
amplitude between the “same” and “different” stimuli (t(1,22) � 0.0004,
p � 0.997).

EEG recording procedures
EEG data were collected using a Neuroscan SynAmps2 amplifier and
SCAN 4.01 acquisition software (Compumedics). Data were collected
from 64 in-cap Ag/AgCl electrodes, following the extended 10 –20 ar-
rangement, and two additional electrodes placed over the left and right
mastoids. In addition, electro-oculogram was collected from two pairs of
bipolar electrode montages located above and below the left eye, as well as
over the outer canthus of each eye. During data acquisition, the 64 in-cap
electrodes, as well as the two mastoid electrodes, were referenced to an
in-cap reference located between electrodes Cz and CPz. All electrodes
were recorded using an in-cap ground located just anterior to Fz. EEG
data were collected at a sampling rate of 1000 Hz and using an online
bandpass filter of 0.1–250 Hz. Impedance for all electrodes was main-
tained �5 k� throughout the recording session.

Behavioral analyses
For all analyses, trials in which participants did not respond, responded
before 150 ms, or responded after the 2000 ms response deadline, were
removed from the analyses. Overall accuracy, as well as correct and error
response times (RTs) were calculated; RTs for correct and error re-
sponses were statistically compared using a repeated-measures t test. PES
was defined as the percentage change in RT for correct trials following
errors, relative to each individual’s baseline RT for correct trials following
correct responses. Similarly, PEA was defined as the percentage change in
accuracy for responses following errors, relative to each individual’s
baseline accuracy for responses following correct trials. PES and PEA
were separately calculated for short (200 –533 ms) and long (866 –1200
ms) RSIs. The range of RSI values for short and long RSI trials reflects the
upper and lower tertiles of all possible RSI values. Binning RSIs into
tertiles and analyzing the upper and lower tertiles allowed us to maximize
signal-to-noise ratio as well as increase the likelihood of identifying an
effect of RSI, given that these time ranges are consistent with previous

work by Jentzsch and Dudschig (2009). A pair of repeated-measures t
tests were used to test whether PES and PEA differed at short relative to
long RSIs. For display purposes only, PES and PEA were also calculated
and plotted for the middle RSI bin (534 – 865 ms); however, no statistics
were calculated for the middle RSI bin, given the a priori results of
Jentzsch and Dudschig (2009).

EEG processing
Following data acquisition, all in-cap electrodes were rereferenced to the
average of the left and right mastoid recordings and linearly detrended to
remove large drifts. Data were low-pass filtered at 40 Hz, using a Butter-
worth filter (Lopez-Calderon and Luck, 2010) and then down-sampled
to 500 Hz. To remove ocular artifacts and additional noise, independent
component analysis (ICA) decomposition was run on an identical data-
set to the one used for ERP analyses, with the addition of a 1 Hz high-pass
filter (Debener et al., 2010). Before ICA decomposition, this dataset was
segmented into 1000 ms epochs; to improve ICA decomposition, an
initial automated rejection of noisy EEG data was performed using a
combined voltage threshold rejection of �1000 �V to remove discon-
nected channels and spectral threshold rejection using a 30 dB threshold
within the 20 – 40 Hz band to remove EMG-like activity (EEGLAB
pop_rejspec function) (Delorme and Makeig, 2004). If artifact rejection
led to �20% of epochs being rejected for a given channel, this channel
was removed from both the 1 Hz high-pass dataset and the 0.1 Hz high-
pass ERP dataset; missing channels were not interpolated before ICA
decomposition. Following ICA decomposition, identified ICA compo-
nents in the 1 Hz high-pass filtered dataset were then copied to the
original, 0.1 Hz high-pass ERP dataset; all further analyses were per-
formed on the 0.1 Hz high-pass ERP dataset.

The 0.1 Hz high-pass filtered ERP dataset was epoched from 	200 to
800 ms relative to all stimulus and response markers. Automated detec-
tion and removal of artifactual independent components, using com-
bined analysis of spatial and temporal features, were accomplished using
the ADJUST toolbox (Mognon et al., 2011). Following removal of arti-
factual independent components, automated rejection of any remaining
noisy EEG data was performed using a voltage threshold rejection of
�100 �V. If the threshold rejection led to �10% of epochs being rejected
for a given channel, this channel was removed from the dataset. Any
missing channels were then interpolated using spherical interpolation.
Next, spherical spline surface Laplacian (current source density; CSD)
estimates were calculated using the CSD toolbox; electrode locations
were defined using the standard montage defined by the CSD toolbox,
“10-5-System_Mastoids_EGI129.csd” (Kayser and Tenke, 2006). All
subsequent ERP analyses were performed on the surface Laplacian esti-
mates (�V/m 2) and not the raw voltage waveforms (�V). Stimulus and
response-locked ERP waveforms were baseline corrected to a 	200 to 0
ms baseline period.

The Laplace transform was used to separate cortical sources and to
attenuate volume conduction (Kayser and Tenke, 2006). The attenuation
of volume conduction is especially important at short RSIs, given the
temporal overlap in error-related processing in frontoparietal cortical
regions and subsequent stimulus-related processing in lateral-occipital
regions. Through the use of the Laplace transform, it is possible to sepa-
rate this activity; this assumption was confirmed by testing for significant
differences in the prestimulus baseline at short and long RSIs (see ERP
analyses and Results).

ERP analyses
Stimulus-locked P1. Similar to traditional analyses of post-error behavior
(Dutilh et al., 2012), analysis of stimulus-locked ERP data consisted only
of correct trials that were preceded by either a correct or error response.
The electrode location where the P1 component was maximal was iden-
tified in the grand-average ERP waveforms (collapsed across all subjects
and conditions). In line with previous work, this process identified a peak
over lateral-occipital cortex (electrode PO8) at 144 ms after stimulus.
Therefore, for each condition of interest, the P1 component was quanti-
fied as mean �V/m 2 during a 40 ms window (124 –164 ms) at electrode
PO8 and PO7 (electrode PO7 was including in the analysis to explore any
possible laterality effects). To test whether task-related attention was
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impaired following errors, the P1 component was analyzed using a three-
way, previous accuracy (correct, error) by RSI (short, long) by electrode
(PO7, PO8) ANOVA, with current correct trial P1 mean �V/m 2 (124 –
164 ms) at PO7 and PO8 as the dependent variable. Consistent with the
behavioral analyses, short RSIs were defined as ranging from 200 to 533
ms, and long RSIs were defined as ranging from 866 to 1200 ms. Similar
to the behavioral analyses, only short and long RSI bins were analyzed for
the P1 component. For display purposes only, the P1 was also calculated
and plotted for the middle RSI bin (534 – 865 ms); however, no statistics
were calculated for the middle RSI bin, given the a priori results of
Jentzsch and Dudschig (2009).

To rule out the possibility that differences in the P1 component, as a
function of previous trial accuracy and RSI, were due to baseline differ-
ences between conditions, the prestimulus baseline period (	200 to 0
ms) was statistically compared before baseline correction. The prestimu-
lus baseline period was analyzed using a two-way, previous accuracy
(correct, error) by RSI (short, long) ANOVA, with current correct trial
mean �V/m 2 baseline activity (	200 to 0 ms) collapsed across PO7 and
PO8 as the dependent variable; analysis of the baseline condition was
collapsed across electrode location, given that no interaction with elec-
trode location was identified for the P1 component (see Results).

Another possible interpretation of any P1 decrement following errors
could be that errors tend to occur during periods of the task in which
overall attention has lapsed, or during periods of mind wandering, which
could lead to a nonspecific decrement in the P1 component. Similarly, it
is possible that a reduction in the P1 following errors could be due to a
continuation of the process that caused the error in the first place, as
opposed to a direct result of error detection per se. To rule out the
possibility that any contextual (post-error) effects on the P1 component
are due to general lapses in attention, a set of control analyses were
conducted to investigate the P1 on error trials (in addition to the post-
error P1 analyses described above). If a reduction in the P1 following
errors is due to a general lapse in attention, then a P1 reduction should be
observable not only on post-error trials (vs post-correct trials) but also
on error (vs correct) trials. Additionally, if a post-error reduction in the
P1 can simply be attributable to the continuation of a process that led to
the error in the first place, then a comparison of the error (minus correct)
P1 should yield and equal or larger (more negative) difference score than
the post-error (minus post-correct) P1. These alternative hypotheses
were tested by first comparing the error and correct trial P1 for short RSI
trials that preceded correct trials using a paired-samples t test; the P1
component was quantified as mean �V/m 2 during a 40 ms window
(124 –164 ms), averaged over electrodes PO8 and PO7. The lack of a
significant difference for the P1 on error trials would be in line with the
notion that the post-error P1 reduction is not driven by the process that
caused the error, such as mind wandering or an attentional lapse. A more
explicit test of whether the post-error P1 reduction was driven by the
cognitive deficit that caused the error was conducted by first computing
the difference between error and correct trial P1 (for short RSI trials that
preceded correct trials) as well as the difference between post-error and
post-correct trial P1 (for short RSI correct trials); these difference scores
were then compared with a paired samples t test. If the post-error P1
reduction were to be driven by an attentional lapse, then the P1 difference
score should at least be equal to, or larger than (more negative), the
post-error P1 reduction. In contrast, if the post-error P1 reduction re-
vealed a larger magnitude change, then this would support the notion
that error detection itself, not the process that led to the error, caused the
post-error P1 reduction. It should be noted that the latter interpretation
would also derive support from investigating the single-trial relationship
between the Pe and the post-error P1 (as described below).

Response-locked ERN and Pe. Mirroring the analysis of stimulus-
locked and behavioral data, analysis of response-locked data consisted of
only correct or error responses that were followed by a correct response.
To identify the ERN and Pe, a difference wave between response-locked
error and correct trials was calculated. The ERN was identified as being
maximal at electrode Cz, with a peak at 22 ms after response; ERN am-
plitude was therefore calculated using a 40 ms window (2– 42 ms) at
electrode Cz. The Pe was identified as being maximal at electrode Pz, with
a peak at 448 ms after response; Pe amplitude was calculated using a 100

ms window (398 – 498 ms) at electrode Pz. Testing for significant ERN
and Pe accuracy effects was performed to confirm that these components
were predictably modulated as a function of task performance in the
current study; they were investigated with a pair of repeated-measures t
tests comparing error and correct responses.

Analyses of brain-behavior relationships
To test whether error-related processing (Pe/ERN) was predictive of post-
error attention (P1 modulation) and behavior (PES, PEA) on a single-trial
level, we conducted a series of generalized linear mixed-effects analyses using
the R statistical software, version 3.3.1 (R Core Team, 2016) in conjunction
with the packages lme4, version 1.1–12 (Bates et al., 2015) and lmerTest,
version 2.0–32 (Kuznetsova et al., 2016). As distributions of single-trial
response time were observed to be positively skewed, response times were
transformed to the natural logarithm of the response time to more closely
approximate a normal distribution. Within each model, continuous
variables were centered and scaled to have a mean of 0 and SD of 1 across
the dataset, whereas categorical variables were entered using sum
contrasts.

Models predicting continuous outcome measures (P1 magnitude, re-
sponse time) were fit using linear mixed-effects models using the lmer
function from the package lme4, with restricted maximum likelihood
estimation. Models predicting binary outcome measures (accuracy) were
fit using generalized linear mixed-effects models using the glmer func-
tion with logit link, from the package lme4, with maximum likelihood
estimation. Each model was fit with effects of interest and their interac-
tions (plus an intercept) as fixed effects, with subject specific variation in
intercept as a random effect. Statistical significance for each fixed effect
was calculated via lmerTest (Kuznetsova et al., 2016), using the Satterth-
waite’s approximation to denominator degrees of freedom.

The primary analysis investigated the effect of previous trial ERP com-
ponent magnitude (either Pe or ERN) and RSI bin (short vs long) on next
trial activity, with separate models for next trial P1 magnitude, next trial
response time, and next trial accuracy. All analyses were restricted to
current trial errors, whereas the analyses of next trial P1 magnitude and
next trial response time were additionally restricted to pairs of trials in
which the trial following the error was correct.

Results
Behavioral data
Overall accuracy was 78.16% (SE � 1.58%). Mean correct trial
RT was 613 ms (SE � 16.64 ms), whereas mean error RT was 607
ms (SE � 26.69 ms); correct and error RTs did not differ signif-
icantly (t(1,22) � 0.54, p � 0.593, d � 0.114). A trend for signifi-
cantly greater PES at short RSIs (2.12%, SE � 0.77%), compared
with long RSIs (0.63%, SE � 0.81%) was observed (t(1,22) � 1.80,
p � 0.086, d � 0.77). Similarly, PEA was significantly lower at short
RSIs (	10.52%, SE � 1.51%), compared with long RSIs (	5.94%,

Figure 2. Post-error behavior. PES and PEA at short, medium, and long RSIs. PES and PEA
were quantified as a percentage change, relative to postcorrect behavior. Error bars indicate
SEM.
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SE � 1.58%) (t(1,22) � 2.51, p � 0.02, d � 1.07). This pattern of
results is in line with the notion that errors can lead to distraction,
especially when RSIs are short (for a depiction of the behavioral
results, see Fig. 2).

Electrophysiology
Stimulus-locked P1
Analysis of the P1 component revealed a
main effect of RSI (F(1,22) � 7.01, p �
0.015, �p

2 � 0.242). Additionally, a main
effect of electrode was identified, with the
P1 component being larger at electrode
PO8 (F(1,22) � 9.02, p � 0.007, �p

2 �
0.291); electrode location did not signifi-
cantly interact within any other effects.
Critically, an interaction between previ-
ous accuracy and RSI was near significant
(F(1,22) � 4.22, p � 0.052, �p

2 � 0.161).
This interaction demonstrates that, be-
yond any main effect of RSI, errors led to
greater reduction of the P1 at short, but
not long RSIs. Given that the p value for
the interaction between accuracy and RSI
was only near significant, follow-up t tests
were corrected for multiple comparisons
using a Bonferroni corrected alpha value
of 0.025. Follow-up t tests (collapsed
across PO7 and PO8) revealed that the P1
component was significantly smaller follow-
ing errors (21.68, SE � 3.02), compared with
correct responses (24.33, SE � 3.23), at short
RSIs (t(1,22) � 2.45, p � 0.023, d � 1.04).
In contrast, the P1 component was not
significantly different following error
(19.89, SE � 3.19) and correct (19.68,
SE � 3.26) responses at long RSIs (t(1,22)

� 0.21, p � 0.837, d � 0.09). This pattern
of results is consistent with the notion that
errors cause an attentional bottleneck,
which leads to impaired sensory process-
ing at short RSIs (for a depiction of the P1
effects, see Fig. 3).

Critically, there was no significant in-
teraction between previous trial accuracy
and RSI during the prestimulus (post-
error) baseline period at electrodes PO7
and PO8 (F(1,22) � 0.19, p � 0.668). This
null result suggests that the P1 effect can-
not be due to differences in the prestimu-
lus baseline. Further, these results confirm
that the use of a Laplace transform was
successful in isolating stimulus-related
neural activity at lateral-occipital elec-
trode sites from ongoing error-related ac-
tivity at frontoparietal electrode locations.

Comparison of the error and correct
trial P1 (at short RSIs, before correct tri-
als) demonstrated no significant differ-
ence (t(1,22) � 0.17, p � 0.865, d � 0.07;
Fig. 4). Additionally, it was found that the
post-error minus post-correct P1 differ-
ence score (	2.65, SE � 1.08) was sig-
nificantly more negative than the error
minus correct P1 difference score for
short RSI trials that preceded correct trials

(0.12, SE � 0.73) (t(1,22) � 2.25, p � 0.035, d � 0.95). These
control analyses provide crucial evidence that the post-error P1
reduction is not the result of either a general lapse in attention or

Figure 3. P1 modulation as a function of previous accuracy and RSI. P1 ERP components and topographic plots for the P1
component at electrodes PO7 and PO8 following (A) short, (B) medium, and (C) long RSIs. Shaded regions represent the analysis
window of the P1 component. Topographic plots represent average amplitude during the analysis window.
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mind wandering. If the post-error P1 were
the result of a general lapse in attention,
then this would be observable as a re-
duction in the P1 on both post-error
and error trials. Further, if the post-error
reduction in the P1 were the result of a
continuation of the cognitive deficit that
caused the error, then the error trial dif-
ference score would be equal to, or more
negative than, the post-error P1. In direct
contrast, the error trial P1 difference score
was more positive than the post-error trial
P1 difference score; this pattern of results
is consistent with the notion that errors
lead to an error detection process, which
in turn, causes impaired sensory process-
ing on the subsequent trial.

Response-locked ERN and Pe
The presence of a significant accuracy effect
for the ERN and Pe was tested with a pair of
repeated-measures t tests comparing error
and correct responses (regardless of whether
the subsequent RSI was long or short) (for a
depiction of the ERN and Pe, see Fig. 5). The
ERN was significantly more negative on er-
ror (	9.24, SE � 1.87), compared with correct (	4.82, SE � 1.78)
responses (t(1,22) � 2.88, p � 0.009, d � 1.23). The Pe was signifi-
cantly more positive on error (0.89, SE � 2.38), compared with
correct (	6.81, SE � 2.43) responses (t(1,22) � 4.71, p � 0.001, d �
2.01).

Relationship between error-monitoring and post-error trial
Pe
We tested whether either of the error-related components (ERN
and Pe) was predictive of task performance following errors (P1,
PEA, PES), at short and long RSIs. Critically, the linear mixed-
effects model of Pe and RSI on next trial P1 revealed a significant
interaction between Pe and RSI bin (estimate � 0.064, SE �
0.032, df � 3392.27, t � 2.03, p � 0.042). Specifically, the Pe was
associated with a reduced P1 component on post-error trials, but
the negative relationship between the Pe and P1 was only present
at short RSI bins (Fig. 6). No other significant main effects or
interactions were identified for this model (all p � 0.10). To-
gether with literature linking the Pe to conscious deliberation
over whether an error has occurred (Nieuwenhuis et al., 2001;
Steinhauser and Yeung, 2010), the Pe-P1 correlation suggests
that the depth of error processing directly predicts whether errors
will be distracting at short RSIs.

The linear mixed-effects model of Pe and RSI on the logarithm
of next trial RT revealed a significant main effect of Pe (esti-
mate � 	0.055, SE � 0.016, df � 3403.10, t � 	3.41, p � 0.001)
such that a larger Pe was associated with a faster response on the
next trial, and a significant main effect of RSI bin (estimate �
	0.170, SE � 0.030, df � 3390.21, t � 	5.61, p � 0.001) such
that the longer RSI period was associated with a faster response on
the next trial, with no interaction between Pe and RSI (p � 0.6).

The linear mixed-effects model of Pe and RSI on the likeli-
hood of next trial accuracy revealed a significant main effect of
RSI (estimate � 0.264, SE � 0.064, z � 4.11, p � 0.001) such that
the longer RSI period was associated with a higher likelihood of
responding to the next trial correctly, whereas neither the main

effect of Pe nor the interaction between Pe and RSI was significant
(both p � 0.4).

ERN
The linear mixed-effects model of ERN and RSI on next trial P1
revealed a significant main effect of ERN magnitude on next trial
P1 magnitude (estimate � 0.034, SE � 0.016, df � 3403.23, t �
2.10, p � 0.036) such that a smaller (more positive) ERN was
associated with a more positive P1 on the next trial. Neither the
main effect of RSI nor the ERN by RSI interactions was significant
(both p � 0.1).

The linear mixed-effects model of ERN and RSI on the loga-
rithm of next trial RT revealed a significant main effect of RSI bin
(estimate � 	0.171, SE � 0.030, df � 3390.22, t � 	5.64, p �
0.001) such that the longer RSI period was associated with a faster
response on the next trial, with no main effect of ERN magnitude
and no interaction between ERN and RSI (both p � 0.8).

The linear mixed-effects model of ERN and RSI on the likeli-
hood of next trial accuracy revealed a significant main effect of
RSI (estimate � 0.268, SE � 0.064, z � 4.16, p � 0.001) such that
the longer RSI period was associated with a higher likelihood of
responding to the next trial correctly, whereas neither the main
effect of ERN nor the interaction between ERN and ITI was sig-
nificant (both p � 0.06).

Control analyses of the Pe-P1 relationship
It is unlikely that the Pe-P1 relationship reflects an artifact of shared
volume conduction. First, a CSD transform was explicitly used to
separate the activity of these two components. Second, given that the
Pe and P1 are both positive deflections, if shared volume conduction
contributed to their relationship, then this would be expected to
manifest as a positive correlation, inconsistent with the observed
negative correlation. Nonetheless, to provide further evidence
against the possibility of shared volume conduction driving the
Pe-P1 relationship, we conducted a linear mixed-effects model of
Pe and RSI on the next trial (post-error) baseline period. Criti-
cally, the mixed-effects model revealed no interaction between Pe
and RSI in terms of predicting the next trial (post-error) baseline

Figure 4. P1 modulation as a function of current trial accuracy. P1 ERP components and topographic plots for the P1 component
at electrodes PO7 and PO8 for error and correct trials. Only trials with a short RSI that preceded a correct trial were analyzed. Shaded
regions represent the analysis window of the P1 component. Topographic plots represent average amplitude during the analysis
window.
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period (p � 0.3). This result provides further evidence that the
Pe-P1 relationship is not due to a nonspecific contribution of
shared volume conduction.

We also considered the possibility that the Pe-P1 relationship
could be explained by periods of mind wandering, leading to
erroneous responses, which then carry over to the subsequent
(post-error) trial. To rule out this possibility, we conducted a
mixed-effects model in which the stimulus-locked P1 component
occurring on error trials and RSIs were used to predict the post-
error P1 component. Measurement of the stimulus-locked P1
component on the error trial allowed for a measure of task-
related attention before error commission. The P1 component
on the error trial was quantified as mean amplitude during a 40
ms window (124 –164 ms), collapsed across electrodes PO7 and
PO8. Critically, no interaction between the P1 on error trials and
RSI was identified (p � 0.9). This result provides strong evidence
that the Pe-P1 relationship is indicative of error detection causing
an attentional bottleneck on the subsequent trial and that the
Pe-P1 correlation cannot be explained by an overall lapse in atten-
tion leading to both error commission and subsequent attentional
impairment.

Discussion
The present study provides evidence that
detection of errors can lead to impairment
of task-related sensory processing on
subsequent trials. At short RSIs, a marked
reduction in both post-error accuracy and
task-related sensory processing, as in-
dexed by P1, was observed. Moreover,
single-trial variation in the Pe compo-
nent, a well-established index of error
processing, interacted with RSI length to
predict P1 diminution on post-error tri-
als. Critically, control analyses of the P1
on error trials demonstrated that this ef-
fect could not be due to an overall lapse in
attention or mind wandering. Rather,
these results suggest that the error detec-
tion process itself leads to an attentional
bottleneck, due to resources being de-
voted to deciding whether an error was
made (Steinhauser and Yeung, 2010). In
turn, this attentional bottleneck appears
to cause active suppression of task-rele-
vant sensory processing on the subse-
quent trial, as indexed by a reduced P1
component. The present results provide
strong evidence that errors do not cate-
gorically lead to increased control and are
suggestive of competing processes of dis-
traction and control following errors.

The observed pattern of behavioral re-
sults, as a function of RSI, is consistent
with recent behavioral studies investigat-
ing the influence of RSI on post-error
behavior. Specifically, when RSIs are
��500 ms, increased PES and reduced
PEA have been observed (Jentzsch and
Dudschig, 2009; Houtman and Note-
baert, 2013; Van der Borght et al., 2016a).
The current results extend previous be-
havioral and electrophysiological work in
several important ways. First, the present

study manipulated RSI within blocks, preventing a change in
global strategy or confound of arousal across blocks. Second,
although recent work by Van der Borght et al. (2016b) demon-
strated that sensory attention can become impaired following
errors, we note that they assessed sensory attention in a task or-
thogonal to the one in which errors occurred. Our study used a
single-task paradigm, allowing for within-task comparisons of
error processing and sensory attention. Third, in contrast to Van
der Borght et al. (2016b), we found that error-related reductions
in sensory processing were specific to short RSIs. Finally, the
current study demonstrated that single-trial measures of error
processing are predictive of subsequent impairments in sensory
attention.

The single-trial relationship between the error-evoked Pe and the
subsequent stimulus-locked P1 suggests a mechanism driving dis-
traction after errors. The Pe has been argued to reflect a resource-
intensive process associated with error detection and awareness
(Nieuwenhuis et al., 2001). Specifically, there is evidence that the Pe
reflects either the motivational salience of an error (Ridderinkhof et
al., 2009) or accrual of evidence to decide whether an error was made

Figure 5. Response-locked error-related ERP activity. ERP and topographic plots of the (A) ERN and (B) Pe. Shaded regions
represent the analysis window of the ERP components. Topographic plots represent average amplitude of the difference wave
during the analysis window.
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(Steinhauser and Yeung, 2010); both of these processes likely place a
high demand on central resources. We therefore suggest that distrac-
tion at short RSIs is the direct result of central resources being taxed
by error-related processing, consistent with work demonstrating
that selective attention can be impaired when central resources are
occupied (Lavie, 1995; de Fockert et al., 2001). In line with this no-
tion, the general time course during which the Pe component was
maximal (398–498 ms after response) is consistent with the time
range in which distraction occurred (200–533 ms after response).

One possible explanation for a reduced P1 following errors may
be that deciding whether an error was made limits the ability to
implement top-down control over visual cortex on subsequent tri-
als; that is, P1 reduction may reflect a failure to enhance sensory
processing. Alternatively, the motivational salience of errors (Rid-
derinkhof et al., 2009) may lead to prioritization of error-related
processing, through active suppression of other task-related pro-
cesses, including stimulus processing (P1) on the next trial. Within
this account, P1 reduction may reflect active suppression of sensory
processing. Although the current results are not able to provide con-
clusive evidence for either of these possibilities, recent ERP investi-
gations of attention increasingly link P1 modulation to an active
process of attentional suppression (Moher et al., 2014; Slagter et al.,
2016). Additionally, control analyses in the current study demon-
strate that error commission did not arise due to modulation of early
sensory processing, indexed by the P1 component, but instead must
arise at a later stage of processing, consistent with other ERP inves-
tigations of perceptual discrimination of foveally presented stimuli
(Handy and Khoe, 2005; Fedota et al., 2012). Together, these data
suggest that error processing causes an attentional bottleneck, which
then leads to prioritization of error-related information through the
active suppression of task-relevant information on the subsequent
trial. However, future research will be needed to provide evidence
confirming this hypothesis.

The primary finding of the current study is that trial-by-trial
fluctuations in the magnitude of error-related processing, as indexed
by the Pe, are negatively related to sensory processing on the subse-
quent trial, but only when RSIs are short. This relationship between
error processing and subsequent sensory processing was demon-
strated by a significant interaction between single-trial Pe magni-
tudes and RSI length, when predicting subsequent trial P1
amplitude. It should be noted that the relationship between single-
trial Pe amplitudes and behavior on the subsequent trial was also
investigated; similarly, the relationship between single-trial ERN
amplitudes and next trial behavior were analyzed. However, none of
these additional analyses revealed a significant interaction with RSI
length, suggesting that all other results are orthogonal to the primary
finding that error detection (as measured by the Pe) leads to im-
paired sensory processing when RSIs are short. Nonetheless, one
effect worth discussing is the negative relationship between single-
trial Pe amplitude and PES on the subsequent trial. Whereas PES has
traditionally been interpreted as a behavioral signature of the appli-
cation of top-down control (Botvinick et al., 2001), more recent
research has suggested that the utility of PES may vary as a function
of RSI (Jentzsch and Dudschig, 2009). Specifically, behavioral evi-
dence from humans (Jentzsch and Dudschig, 2009) and both behav-
ioral and physiological evidence from primates (Purcell and Kiani,
2016) suggest that PES may reflect distraction at short RSIs, likely
due to attentional orienting (Notebaert et al., 2009), and control at
longer RSIs. At the group level, we found that PEA was lowest at
short RSIs and paired with a nonsignificant trend for PES to be
largest at short RSIs. This pattern of behavioral results at the group
level is generally in line with prior research and the notion that the
functional significance of PES may vary with RSI length. However,
the single-trial analysis of Pe amplitude yielded an overall negative
relationship with PES, an effect that did not interact with RSI. Crit-
ically, the fact that the Pe-P1 relationship, but not the relationship
between Pe and PES, interacted with RSI suggests that at least two
separable processes follow error commission (Danielmeier and Ull-
sperger, 2011; Maier et al., 2011). The current study elucidates one
process that follows error commission: a short-lasting impairment
in sensory processing, due to attentional bottleneck caused by error
processing. However, an increased understanding into the dynamics
of PES will require additional research. Indeed, a recent model of
post-error behavior suggests that PES may vary across tasks (Dan-
ielmeier and Ullsperger, 2011; Ullsperger and Danielmeier, 2016).
Given that the current study used a sensory discrimination task, as
opposed to the more common investigations of PES that use re-
sponse-conflict tasks, additional research in which both perceptual
and response conflict tasks are assessed in a within-subjects design
will be required to build a more general model of the cognitive and
behavioral processes that follow error commission.

Previous work using tasks with long RSIs has provided evi-
dence that errors can lead to enhanced activation in task-relevant
cortical regions (King et al., 2010; Danielmeier et al., 2011) and
increased accuracy (Maier et al., 2011) when RSIs are ��1000
ms. In the present study, no evidence for increased control was
observed in terms of behavior (PES, PEA) or task-related atten-
tion (P1 modulation), even at long RSIs. One explanation for the
discrepancy across studies is that control following errors is more
predominant within tasks that involve a high degree of response
conflict, such as the Eriksen flanker task (Eriksen and Eriksen,
1974). Alternatively, it is possible that, at least for perceptual
discrimination tasks, instantiation of control following errors re-
quires even longer RSIs.

In conclusion, the present results demonstrate that error de-
tection can directly lead to impairment in task-related attention

Figure 6. Relations between single-trial Pe, P1, and RSI. Predicted values for the post-error
P1, relative to error-evoked Pe and RSI bin (short vs long), derived from the linear mixed-effects
model. Error-evoked Pe and RSI bin interact, such that the influence of error-evoked Pe magni-
tude on subsequent trial P1 differs between short and long RSI bins. Increased Pe magnitude
only leads to a reduced P1 magnitude when the RSI is short. Shaded region around each line
represents � SE. Values were derived using the “effects” package for R (Fox, 2003).
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when RSIs are relatively short (�533 ms). Critically, the depth of
error processing, as indexed by the Pe, predicts the degree to
which task-related attention (P1) is impaired on subsequent tri-
als. These results suggest that error processing is a resource-
intensive process, which creates an attentional bottleneck; that is,
the very system dedicated to monitoring and improving ongoing
behavior can sometimes be the source of impaired performance.
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