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Abstract

Processing feedback from the environment is an essential function during development to adapt 

behavior in advantageous ways. One measure of feedback processing, the feedback negativity 

(FN), is an event-related potential (ERP) observed following the presentation of feedback. 

Findings detailing developmental changes in the FN have been mixed, possibly due to limitations 

in traditional ERP measurement methods. Recent work shows that both theta and delta frequency 

activity contribute to the FN; utilizing time-frequency methods to measure change in power and 

phase in these frequency bands may provide more accurate representation of feedback processing 

development in childhood and adolescence. Here, we employ time-frequency (TF) power and 

inter-trial phase synchrony measures, in addition to conventional time-domain ERP methods, to 

examine the development of feedback processing in the theta (4-7 Hz) and delta (.1-3 Hz) bands 

throughout adolescence. A sample of 54 females (8-17 years old) completed a gambling task while 

electroencephalogram (EEG) was recorded. As expected, time-domain ERP amplitudes showed no 

association with age. In contrast, significant effects were observed for the time-frequency 

measures, with theta power decreasing with age and delta power increasing with age. For inter-

trial phase synchrony, delta synchrony increased with age, while age-related changes in theta 

synchrony differed for gains and losses. Collectively, these findings highlight the importance of 

considering time-frequency dynamics when exploring how the processing of feedback develops 

through late childhood and adolescence. In particular, the role of delta band activity and theta 

synchrony appear central to understanding age-related changes in the neural response to feedback.

1 Introduction

The ability to process and learn from feedback, both reward and loss, is a central feature of 

cognition and undergoes substantial changes throughout development, particularly in 

adolescence (Peters et al., 2014; van Duijvenvoorde, Zanolie, Rombouts, Raijmakers, & 

Crone, 2008). An improved understanding of the neural development of feedback processing 
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is critical given that impairment in feedback processing during adolescence can lead to poor 

decision-making (Cauffman et al., 2010; Figner, Mackinlay, Wilkening, & Weber, 2009) or 

psychopathology (Bress, Foti, Kotov, Klein, & Hajcak, 2013). Understanding neural changes 

in the processing of rewards and losses during adolescence can lead to an improved 

understanding of adolescent decision-making, inform the development of future 

interventions, and aid in the identification of children at high risk for certain disorders.

One psychophysiological measure of feedback, the feedback negativity (FN; also known as 

the feedback-related negativity, or FRN), is an event-related potential (ERP) that occurs 

approximately 250-350 ms after feedback presentation, is maximal over fronto-central scalp 

regions, and has been localized to the anterior cingulate cortex (ACC; Gehring & 

Willoughby, 2002; Luu, Tucker, Derryberry, Reed, & Poulsen, 2003). The FN traditionally is 

thought to index loss-related activity, as it is more negative to losses compared to rewards, 

and typically quantified with a loss minus gain difference score (Holroyd & Coles, 2002; 

Miltner, Braun, & Coles, 1997). Though we incorporate the traditional FN naming 

convention here, it is important to note that recent work suggests that, instead of a loss-

related negativity, the FN might be better characterized as the absence of a reward-related 

positivity (Proudfit, 2015). Thus, neural activity observed in response to rewards, compared 

to losses (a gain minus loss difference score), has been referred to as the reward positivity 

(RewP; Foti & Hajcak, 2009; Holroyd, Pakzad-Vaezi, & Krigolson, 2008; Proudfit, 2015). 

Within this theoretical conceptualization, the RewP has been suggested to originate from 

midbrain structures such as the ventral striatum (Carlson, Foti, Harmon-Jones, & Proudfit, 

2015; Foti, Weinberg, Dien, & Hajcak, 2011). Although such difference score approaches 

can often be useful, the dissociability of loss- and gain-related activity suggests the 

importance of separately exploring the development of neural responses to losses and 

rewards, as opposed to only employing a difference wave (subtraction) approach. In this 

study, feedback processing to both rewards and losses will be examined individually and 

referred to as “FN-gain” and “FN-loss” in order to avoid assumptions undertaken with the 

difference score approach; although, difference scores will also be reported, for comparison 

with prior research.

Studies examining developmental patterns of the FN have been mixed. Some have found 

that, compared to adults and older adolescents, children exhibit a larger (i.e. more negative) 

FN (Arbel, McCarty, Goldman, Donchin, & Brumback, 2018; Crowley et al., 2013; 

Eppinger, Mock, & Kray, 2009; Hämmerer, Li, Müller, & Lindenberger, 2011; Zottoli & 

Grose-Fifer, 2012), or smaller differentiation between rewards and losses (Hämmerer et al., 

2011). However, other studies have found no relation between age and the FN (Larson, 

South, Krauskopf, Clawson, & Crowley, 2011; Lukie, Montazer-Hojat, & Holroyd, 2014) 

and no developmental changes in the differentiation between the feedback types (Lukie et 

al., 2014). Given these contradictory findings about the development of feedback-related 

ERPs, it is important to explore alternative methods to measure these components that may 

provide more information about the development of feedback processing.

One potential explanation for a lack of consistency across electrophysiological investigations 

of feedback processing is the reliance on time-domain analyses of the EEG signal (i.e. ERP 

analyses). Traditional analyses of feedback ERPs compute amplitude by averaging neural 
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activity to individual gain and loss trials, which isolates neural activity time-locked to 

feedback presentation and assumes that the component of interest is temporally synchronous 

across trials (Luck, 2005). However, it has been demonstrated that both power and inter-trial 

phase synchrony (ITPS) can influence the observed ERP component (Makeig, Debener, 

Onton, & Delorme, 2004). Developmental changes in power and phase synchrony can 

amplify or mask observed changes in the magnitude of an ERP component (DuPuis et al., 

2015).

Recent work has suggested that activity in both the theta band (4-7 Hz) and the delta band (.

1-3Hz) differentially contribute to the FN-gain and FN-loss (Bernat, Nelson, & Baskin-

Sommers, 2015; Bernat, Nelson, Steele, Gehring, & Patrick, 2011; Foti, Weinberg, Bernat, 

& Proudfit, 2015). Theta power is typically increased for losses compared to gains; whereas, 

delta power is typically increased for gains compared to losses (Bernat et al., 2011; Cohen, 

2007; Foti et al., 2015; Nelson et al., 2017; van de Vijver, Ridderinkhof, & Cohen, 2011; 

Webb et al., 2017). Theories of the functional significance of loss-related theta suggest that 

theta acts as a signal that recruits subsequent increased attention or top-down control 

following salient events like errors, novel stimuli, or negative feedback (Aviyente, Tootell, & 

Bernat, 2017; Cavanagh & Frank, 2014; Cavanagh, Zambrano-Vazquez, & Allen, 2012; Van 

Noordt, Campopiano, & Segalowitz, 2016; van Noordt, Desjardins, Gogo, Tekok-Kilic, & 

Segalowitz, 2017). On the other hand, increased delta power following rewards is thought to 

reflect more nuanced processing of secondary feedback characteristics like outcome 

magnitude or relative outcomes (Bernat et al., 2015). The fact that the theta and delta 

frequency bands index different processes, but both contribute to the FN, further complicates 

the interpretation of traditional FN measures.

Another related measure contributing to the amplitude of averaged feedback ERPs is inter-

trial phase synchrony (ITPS). Similar to theta power, ITPS within the theta band is increased 

for loss as compared to gain feedback in adults (Aviyente et al., 2017; Cavanagh, Frank, 

Klein, & Allen, 2010; Cohen, Elger, & Ranganath, 2007; Crowley et al., 2014). Isolating 

theta and delta activity following feedback allows for the investigation of both power and 

phase synchrony changes, which could provide more insight into how feedback processing 

develops throughout childhood and adolescence.

The objective of the current study was to further explore how the neural response to reward 

and loss changes throughout adolescence by employing a variety of electrophysiological 

analytic approaches. Mirroring the majority of prior work, we first assessed whether the 

time-domain FN-gain and FN-loss changed in magnitude across later childhood and 

adolescence. In order to improve upon a traditional ERP-based approach, we also analyzed 

theta and delta band activity in response to feedback using time-frequency principal 

components analysis (TF-PCA) methods to measure both power and ITPS (Bernat, 

Williams, & Gehring, 2005). Of note, this is the first study to apply TF-PCA to examine 

these measures in a developmental sample spanning late childhood to late adolescence. We 

hypothesized that, although both traditional ERP measurement and time-frequency analyses 

would accurately capture differences between gain and feedback, the FN-gain and the FN-

loss would be unrelated to age, but both delta and theta power and ITPS would exhibit 

developmental changes to reward and losses across adolescence. Second, we investigated 
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how much variance in the time-domain FN is explained by these four TF measures (theta 

power, theta ITPS, delta power, and delta ITPS) in adolescents. Based on prior work in 

adults (Bernat et al., 2015, 2011; Foti et al., 2015), we hypothesized that both theta and delta 

power would significantly contribute to the amplitude of the FN. Collectively, these 

measures allow for a more comprehensive analysis of how the neural dynamics of feedback 

processing change as a function of age.

2 Method

2.1 Participants

Participants were 61 adolescent females (Mean age = 11.88, SD = 2.24) who were part of a 

larger study examining social and cognitive development across adolescence (Barker et al., 

in press). Adolescents were excluded due to excessive EEG artifact resulting in fewer than 

four good trials for either feedback type (n = 7; bootstrapping was applied to all analyses; 

see Electrophysiology Recording and Preprocessing). Thus, EEG analyses included 54 

adolescents (Mean age = 12.1, SD = 2.28, range 8 - 17). The Institutional Review Board of 

the University of Maryland approved all measures and tasks, and parents provided informed 

consent and participants provided assent at the study visit.

2.2 Gambling Task

Participants completed a gambling task variant referred to as the doors task (Foti et al., 2011; 

Proudfit, 2015). This task has been shown to reliably elicit an FN in adults and adolescents 

(Bress, Smith, Foti, Klein, & Hajcak, 2012; Levinson, Speed, Infantolino, & Hajcak, 2017). 

The task was presented in EPrime 2.0.8.74 (Psychology Software Tools, Pittsburgh, PA). 

During the task, images of two doors were presented side-by-side and adolescents were 

instructed to choose one of the two doors. Adolescents were instructed to press the left side 

of a button box to choose the left door and the right side of a button box to choose the right 

door. Following the response, a gain of 50 points was denoted by an upward green arrow and 

a loss of 25 points was denoted by a downward red arrow. Gains and losses were presented 

at random for a total of 60 trials (30 gains and 30 losses). Door stimuli remained on the 

screen until the participant made a choice. A 1000 ms ISI was presented between door 

choice and feedback, followed by a 2000 ms presentation of feedback stimuli, and an inter-

trial interval of 1500 ms.

2.3 Procedure

Adolescents were seated in a soundproof and electrically shielded room about 70 cm in front 

of the presentation computer. The gambling task was introduced and participants completed 

2 practice trials. In order to keep the adolescents engaged, they were informed that they 

should try their best to discern a rule/pattern about which door was going to award them the 

most points (although gains and losses were presented at random). They were also told that 

they needed to accrue as many points as possible because their performance was going to be 

compared to other adolescents who played the gambling game. After the task, adolescents 

were told that their performance would not be compared and were allowed to choose a prize 

from a prize basket that included a variety of age-appropriate prizes with a similar monetary 
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value. It is important to note that the points accumulated by the participant did not translate 

into actual monetary reward.

2.4 Electrophysiology Recording and Preprocessing

EEG was recorded using a 128-channel HydroCel Geodesic Sensor Net and sampled at 250 

Hz using a NetAmp 300 amplifier and Netstation 4 software (Electrical Geodesic, Inc, 

Eugene, OR). All electrode impedances were reduced below 50 kΩ prior to data collection 

and used Cz as an online reference. EEG analysis was conducted off-line using MATLAB 

2014b (MathWorks, Inc., Natick, MA), the EEGLab Toolbox (Delorme & Makeig, 2004), 

and custom MATLAB scripts. Data were high-pass filtered at 0.3 Hz and low-pass filtered at 

49 Hz. A 36 ms delay intrinsic to the EGI system and 14 ms delay specific to the 

experimental task were accounted for by shifting the data a total of 50 ms earlier. The 

FASTER plugin for EEGLab (Nolan, Whelan, & Reilly, 2010) was used to identify bad 

channels. To identify artifacts in the data, independent components analysis (ICA) was 

performed on a copy of the dataset that was filtered with a 1 Hz high-pass filter. Prior to ICA 

decomposition, the copied data was epoched into arbitrary 1 s epochs for the purpose of 

detecting and removing portions of the EEG data contaminated with significant aritfact. An 

initial rejection of noisy EEG data was performed using a combined voltage threshold 

rejection of ±1000 μV to remove disconnected channels and spectral threshold rejection 

using a 30 dB threshold within the 20–40 Hz band to remove EMG-like activity (EEGLAB 

pop_rejspec function; Delorme & Makeig, 2004). If artifact rejection led to > 20% of epochs 

being rejected for a given channel, the channel was removed from both the 1 Hz high-pass 

dataset and the 0.1 Hz high-pass ERP dataset. ICA weights from the ICA run on the copied 

(1Hz) dataset were then copied back to the continuous 0.3 Hz high-passed data. ICA artifact 

identification was guided by the ADJUST Matlab plug-in (Mognon, Jovicich, Bruzzone, & 

Buiatti, 2011) and supplemented by manual identification of artifacts. Artifactual ICA 

components were removed from the data. Stimulus-locked FN trials were segmented 1500 

ms before the presentation of the feedback to 2000 ms after feedback. All waveforms were 

baseline corrected from -200 ms to 0 ms (feedback presentation). Following the removal of 

ICA artifacts, a rejection threshold of +/− 125 μV based on ocular electrodes (electrode 

numbers on 128 ch. geodesic net: 8, 25 127, 126) was utilized to identify and reject any 

ocular artifacts that may have been missed during previous processing steps. After rejection 

of epochs containing residual ocular artifacts, epochs containing channels with voltage +/− 

125 μV were interpolated at the channel level unless more than 10% of channels exceeded 

this threshold within a given epoch, in which case the epoch was instead rejected. Channels 

that exceeded the +/− 125 μV threshold for greater than 20% of epochs were instead 

removed from the dataset. Finally, any missing or removed channels were interpolated using 

a spherical spline interpolation and data were re-referenced to the average of all electrodes. 

Participants had an average of 38.9 artifact-free trials (SD = 16.4), with 21.3 artifact-free 

gain trials (SD = 7.6) and 19.5 artifact-free loss trials (SD = 8.1). To provide a more reliable 

approximation of average amplitudes (Di Nocera & Ferlazzo, 2000), a bootstrapping 

procedure was used with four trials subsampled without replacement from the total number 

of trials 25 times to create an average ERP; these samples were bootstrapped 100 times to 

create the bootstrapped EEG signal that was utilized for all analyses and plotting.
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2.5 Time-Domain Analysis

Preprocessed data were down-sampled to 128Hz to improve processing speed and conserve 

storage space without any loss of signal quality. The FN analysis window was centered on 

the sample point closest to the peak difference between gain and loss trials over fronto-

central electrodes for each individual; the latency of the peak difference between gain and 

loss trials for each individual was not associated with age, r(52) = −.11, p = .42. Given the 

sampling rate, the analysis window was 62.5 ms, encompassing 8 time bins at 128Hz. The 

FN-gain was evaluated as the mean amplitude on loss trials in this time window, and the FN-

loss was quantified as the mean amplitude on gain trials in this time window. Data were 

extracted from an average of nine fronto-central electrodes surrounding FCz (electrode 

numbers on 128 ch. geodesic net: 11,12, 5, 6, 13, 7, 112, 106, 128).

2.6 Time-Frequency Principal Components Analysis

Time-frequency (TF) decompositions were conducted in MATLAB 2014b using custom 

MATLAB scripts (Bernat et al., 2005). Pre-processed data were down-sampled to 32 Hz for 

TF analyses to further reduce file size and increase processing speed while maintaining the 

ability to investigate the frequency bands of interest. To isolate the theta band frequency, a 2 

Hz high-pass filter and 8 Hz low-pass filter were applied. To isolate the delta band 

frequency, a 4Hz lowpass filter was applied. Pre-filtering maximizes the division between 

the stronger delta frequency that often overlaps with theta activity (Bernat, Nelson, Holroyd, 

Gehring, & Patrick, 2008; Foti et al., 2015). A binomial reduced interference distribution 

(RID) variant of Cohen’s class of time-frequency transforms was used to convert the filtered 

condition average waveforms into time-frequency energy distributions. RID transforms 

allow for consistent resolution across both time and frequency domains and provide a more 

precise characterization in the time domain at low frequencies and in the frequency domain 

in high frequencies (Bernat et al., 2005). Then, we performed a time-frequency principal 

components analysis (TF-PCA) on the filtered TF surfaces. A one-factor solution was 

chosen for the theta-filtered TF distribution based on the scree plot. The TF-PCA factor 

accounted for approximately 32% of the variance. This factor exhibited maximal weightings 

for theta power during the FN time range, was most pronounced over fronto-central 

electrodes, and significantly differentiated gain and loss trials. Theta loadings were extracted 

from an average of nine fronto-central electrodes surrounding FCz (electrode numbers on 

128 ch. geodesic net: 11,12, 5, 6, 13, 7, 112, 106, 128). For the delta-filtered TF distribution, 

a five-factor solution was chosen based on the scree plot. The TF-PCA factor chosen 

accounted for approximately 3.5% of variance, was maximal over central electrodes, and 

significantly differentiated gain and loss trials in the time range of the FN. Delta activity was 

extracted from an average of six central electrodes surrounding Cz (electrode numbers on 

128 ch. geodesic net: 6, 13, 7, 112, 106, 128).

2.7 Inter-Trial Phase Synchrony (ITPS)

ITPS of the time frequency distributions was computed for each trial type using custom 

MATLAB scripts (Aviyente, Bernat, Evans, & Sponheim, 2011). ITPS measures the 

consistency of the phase oscillations within a given frequency band across trials, 

contributing to more stable ERPs. ITPS was calculated by examining each time point in the 
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TF distribution over all trials, yielding an ITPS surface for all time points and frequency 

bands. ITPS values range from 0, indicating random phase at that TF time-point, to 1, 

representing perfect phase alignment at that TF time-point. Next, the PCA weights of the 

one-factor solution of the theta TF-PCA were applied to the theta ITPS surface in order to 

analyze ITPS values using the same TF-PCA weightings as the analysis of the theta 

amplitude data (i.e. fronto-central theta during the FN time range). Similarly, the PCA 

weights of the five-factor solution of the delta TF-PCA were applied to the delta ITPS 

surface in order to match the TF-PCA weightings of the delta amplitude data (i.e. central 

delta during the FN time range).

2.8 Analysis Approach

To evaluate the effects of feedback valence and age on the electrophysiological measures, a 

2-phase analysis was employed. First, a repeated measures general linear model (GLM) was 

employed to investigate the within-subject effect of feedback type (gain vs loss) on the 

neural measures. Second, mean-centered age was added as a between-subject variable in the 

analysis to examine the effect of age (as a continuous variable) and the interaction feedback 

type (Thomas et al., 2009). This approach allows for a more accurate assessment of the main 

effect of feedback. While, the addition of the between-subject variable should not change the 

within-subject effect of feedback, Delaney and Maxwell (1981) show that a between-subject 

variable can make the main effect of the repeated measure weaker because the the between-

subject variable is taken to explain variance in the difference between the repeated measures. 

Nonetheless our results of the 2-phase analysis revealed that the main effect of feedback 

type was qualitatively the same across both phases of the analysis, so only the repeated 

measures GLM results including age are presented below. Greenhouse-Geisser corrections 

were applied where appropriate and Cohen’s d for repeated measures was computed to 

compare effect sizes.

Next, in order to understand how the TF measures contribute to the time-domain ERPs, all 

TF measures (theta TF-PCA, theta ITPS, delta TF-PCA, and delta ITPS) were entered as 

predictors in a multiple regression with the time-domain FN as the dependent variable. A 

multiple regression was conducted separately for gain trials and loss trials, both with and 

without age entered as a covariate. For comparison with prior research, we also examined 

correlations between all variables of interest, to include the calculation of loss-minus-gain 

difference scores for the time-frequency and time-domain measures.

3 Results

3.1 Time Domain

Table 1 summarizes the associations between age and all neural measures of interest as well 

as the relations between each neural measure; moreover, this table also includes correlations 

with loss-minus-gain difference scores. As expected, there was a negative deflection in the 

waveform about 300ms following feedback presentation that was maximal over fronto-

central electrodes (Fig 1).
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The FN-loss was larger (more negative) than the FN-gain, F(1,52) = 20.43, p < .001, η2
p = .

28. There were no effects of age on the FN-loss or the FN-gain, F(1,52) = 1.83, p = .18, η2
p 

= .03. There was no significant interaction between age and feedback type, F(1,52) = .30, p 
= .59, η2

p = .006.

3.2 Theta Band

3.2.1 Theta Time-Frequency PCA—Theta TF-PCA-loss was significantly larger than 

theta TF-PCA-gain, F(1,52) = 14.04, p < .001, η2
p = .21 (Fig 2). Overall, theta TF-PCA 

significantly decreased with age, F(1,52) = 4.23, p = .045, η2
p = .08. Follow-up correlation 

tests showed that theta TF-PCA-gain decreased with age, r(52) = −.41, p = .002. However, 

the relation between theta TF-PCA-loss and age failed to reach significance, r(52) = −.14, p 
= .29. The interaction between feedback type and age was not significant for theta TF-PCA, 

F(1,52) = 1.62, p = .21, η2
p = .03.

3.2.2 Theta Inter-trial phase synchrony (ITPS)—Theta ITPS-loss was significantly 

greater than theta ITPS-gain, F(1,52) = 21.13, p < .001, η2
p = .29 (Fig 3). There were no 

main effects of age for theta ITPS, F(1,52) = .13, p = .72, η2
p = .003. However, there was a 

significant interaction between age and feedback type for theta ITPS, F(1,52) = 5.51, p = .

023, η2
p = .10. The nature of the interaction between age and feedback type was such that 

increasing age was associated with decreased theta ITPS-gain, whereas increasing age was 

associated with increased theta-ITPS-loss. However, despite the significant interaction 

effect, it should be noted that follow-up correlation tests did not reach significance for either 

age and theta ITPS-gain, r(52) = −.14, p = .32, or theta ITPS-loss, r(52) = .20, p = .15.

3.3 Delta Band

3.3.1 Delta Time-Frequency PCA—Delta TF-PCA was significantly larger for gains 

relative to losses, F(1,52) = 12.23, p = .001, η2
p = .19 (Fig 2). Overall, delta TF-PCA 

significantly increased with age, F(1,52) = 4.63, p = .04, η2
p = .08. Follow-up correlation 

tests show that delta TF-PCA-loss marginally increased with age, r(52) = .24, p = .08. 

Similarly, delta TF-PCA-gain marginally increased with age, r(52) = .27, p = .05. The 

interaction between feedback type and age was not significant for delta TF-PCA, F(1,52) = 

1.42, p = .24, η2
p = .03.

3.3.2 Delta Inter-trial phase synchrony (ITPS)—Delta ITPS-gain was significantly 

larger than delta ITPS-loss, F(1,52) = 12.77, p = .001, η2
p = .20 (Fig 3). Additionally, delta 

ITPS significantly increased with increasing age, F(1,52) = 13.74, p = .001, η2
p = .21. 

Follow-up correlation tests demonstrated a positive relationship between both delta ITPS-

loss and age, r(52) = .39, p = .003, as well as delta ITPS-gain and age, r(52) = .44, p = .001. 

The interaction between feedback type and age failed to reach significance for delta ITPS, 

F(1,52) = .39, p = .53, η2
p = .007.

3.4 Time-Frequency Measures Predicting Time-Domain Measures

The model predicting FN-gain using the four TF measures on gain trials was significant, R2 

= .31, F(4,53) = 5.39, p = .001. Delta TF-PCA to gain was the only significant predictor of 

FN to gain, when controlling for the remaining TF measures, β = 10.55, SE = 3.18, t(53) = 
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3.32, p = .002, showing that increases in delta TF-PCA to gain is associated with a more 

positive FN to gain. The results were not qualitatively different when also controlling for 

age.

The four TF measures to loss also explained a significant amount of variance in the FN to 

loss, R2 = .44, F(4,53) = 9.79, p < .001. Again, delta TF-PCA to loss was the only significant 

predictor of FN to loss, when controlling for the other TF measures, β = 21.93, SE = 3.81, 

t(53) = 5.75, p < .001, indicating that increases in delta TF-PCA to loss is associated with a 

more positive FN to loss. The results were not qualitatively different when also controlling 

for age. Whereas the theta band measures did not predict the FN to gains or losses, over and 

beyond the variance explained by delta TF-PCA, it is important to note the loss-minus-gain 

difference score for theta TF-PCA did significantly predict the loss-minus-gain FN 

difference score (see Table 1).

4 Discussion

The purpose of this study was to provide a comprehensive understanding of how the neural 

dynamics of feedback processing develop throughout late childhood and adolescence. To 

this end, we investigated changes in the electrophysiological responses to feedback (gains 

and losses) in a sample of adolescent females using both time-domain and time-frequency 

approaches. The traditional analysis of the feedback negativity (FN) replicated the feedback 

valence effect, such that the FN to loss was more negative than the FN to gain. However, 

consistent with conflicting reports on the relation between the FN and age (Crowley et al., 

2013; Eppinger et al., 2009; Hämmerer et al., 2011; Larson et al., 2011; Lukie et al., 2014; 

Zottoli & Grose-Fifer, 2012), the FN-gain and the FN-loss did not exhibit any significant 

developmental changes. By using a time-frequency (TF) approach, we again observed 

expected effects of feedback type, but were also able to detect developmental changes within 

the theta and delta bands for both power and ITPS. Of particular interest, we found that theta 

power decreased with age, whereas delta power increased with age. For inter-trial phase 

synchrony, delta synchrony increased with age, while age-related changes in theta synchrony 

differed for gains and losses. Finally, we observed that the strongest predictor of the time-

domain FN ERP in adolescents was delta power; although a theta power difference score 

also predicted the time-domain FN difference score. Collectively, these results emphasize 

the importance of using TF measures when probing nuanced developmental changes in 

feedback processing throughout childhood and adolescence.

In our sample age range of late childhood and adolescence, the time-frequency approach 

revealed effects of feedback type consistent with previous electrophysiological measures of 

feedback processing in both adults and other adolescent samples. First, we observed the 

traditional time-domain FN effect, such that the FN to loss was more negative than the FN to 

gain (Gehring & Willoughby, 2002; Hajcak, Moser, Holroyd, & Simons, 2006; Proudfit, 

2015). Next, within the time-frequency domain, we observed that theta power was increased 

for losses compared to gains, and delta power was increased for gains compared to losses. 

These time-frequency effects for feedback are consistent with previous adolescent (Nelson et 

al., 2017; Webb et al., 2017) and adult (Bernat et al., 2011; Foti et al., 2015) samples. 

Similarly, inter-trial phase synchrony (ITPS) within theta was increased for losses compared 
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to gains, while delta ITPS was increased for gains relative to losses. The theta ITPS effect 

after feedback is consistent with previous adolescent (Crowley et al., 2014) and adult 

(Cavanagh et al., 2010; Cohen, 2007) results, but less work has focused on delta ITPS after 

feedback. Our sample of 8 to 17 year olds show valence effects for feedback that are 

consistent with previous adolescent and adult work, demonstrating that time-frequency 

measures are a valid measurement alternative to event-related potentials (ERPs) in samples 

as young as 8 years old.

Traditional time-based measurement of ERPs are highly sensitive to broadband artifact and 

noise (Luck, 2005), and developmental ERP studies tend to have a lower signal-to-noise 

ratio due to typical issues associated with child and adolescent participants (e.g., movement 

and physiological artifacts), which can increase error variance and obfuscate effects 

(DeBoer, Scott, & Nelson, 2005). However, filtered TF approaches allow for extraction of 

power and phase synchrony in specific frequency ranges, reducing the effects of high or low 

frequency artifacts (Bernat et al., 2005). While time-frequency approaches are widely used 

in adult samples, their utility is largely underappreciated in developmental work. Our 

findings suggest that these TF approaches are useful and should be increasingly employed 

for developmental samples.

Beyond establishing the utility of employing time-frequency domain analyses within a 

developmental sample encompassing childhood and adolescence, we also observed 

differential developmental changes in both power and ITPS within the theta and delta bands. 

In the theta band, we observed that theta power decreases with increasing age. However, 

delta power increased with age. These developmental patterns may be explained by the 

development of the underlying neural structures associated with theta and delta activity, such 

as the anterior cingulate cortex (ACC) and striatal structures, respectively (Asada, Fukuda, 

Tsunoda, Yamaguchi, & Tonoike, 1999; Debener et al., 2005; Foti et al., 2015). 

Developmentally, both ACC cortical thickness and the fMRI BOLD response within the 

ACC (in response to feedback) decrease linearly with age (Peters et al., 2014; Peters, Van 

Duijvenvoorde, Koolschijn, & Crone, 2016), consistent with the observed decreases in theta 

activity. On the other hand, adolescents exhibit greater activation in the ventral striatum in 

anticipation of reward compared to both children and adults (Galvan et al., 2006; Galvan, 

2010; Van Leijenhorst et al., 2010), consistent with the increases in delta activity presented 

here. Future work should examine changes to the localization of these frequency bands in 

response to feedback in adolescence.

Similarly, the developmental patterns of ITPS within the theta and delta bands were distinct. 

There were clear age effects within the delta band, with older adolescents exhibiting greater 

phase synchrony. However, within the theta band, there was a significant interaction between 

feedback type and age. Nominally, theta ITPS to losses increased with age, while theta ITPS 

to gains decreased with age (though, this finding should be interpreted with caution as only 

the interaction term was significant, and the follow-up comparisons did not reach statistical 

significance). However, this result is consistent with prior work that found a relative increase 

in coherence for a no-win condition in 13-14 year olds compared to 11-12 year olds 

(Crowley et al., 2014). Previous research has shown that a fronto-parietal network in 

children aged 11-13 and of adults aged 18-25 respond to negative feedback more strongly, 
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while this fronto-parietal network in younger children aged 8-11 years has greater activation 

following positive feedback (van Duijvenvoorde et al., 2008).

Both delta power and ITPS displayed age-related increases, suggesting that delta activity is 

important to consider when examining the development of feedback processing and reward-

related activity. One potential explanation is that adolescence is a time period with a 

heightened sensitivity to reward (Galvan et al., 2006; Somerville, Jones, & Casey, 2010; 

Urošević, Collins, Muetzel, Lim, & Luciana, 2012). Consistent with this interpretation, 

increasing delta power has previously been associated with reward processing (Foti et al., 

2015; Nelson et al., 2017). Thus, the observed increase in delta across ages 8 to 17 could 

reflect the known increase in reward sensitivity that emerges during the teenage years 

(Smith, Xiao, & Bechara, 2012; Steinberg et al., 2009). Moreover, the fact that increased 

delta power contributes to a more positive FN could explain previous reports that younger 

children exhibit a more negative FN compared to older adolescents and adults (Arbel et al., 

2018; Crowley et al., 2013; Eppinger, Mock, & Kray, 2009; Hämmerer et al., 2011; Zottoli 

& Grose-Fifer, 2012). One unexpected finding presented here is that delta power had the 

strongest influence on the time-domain FN in adolescent females, whereas theta power 

predicted no unique variance in the time-domain FN after accounting for delta effects. In 

adult samples, both theta and delta have been shown to predict unique variance in terms of 

FN amplitude (Bernat et al., 2015, 2011; Foti et al., 2015); although consistent with adult 

reports, a theta power difference score indeed predicted the time-domain FN difference score 

in the current sample. Taken altogether, these findings suggest that both delta power and 

phase synchrony need to be considered, in addition to theta dynamics, when considering the 

neural development of feedback processing.

Individual differences in ERP amplitude are widely examined in adolescence as potential 

biomarkers that could represent risk factors for certain psychopathologies or developmental 

disorders. For instance, reductions in the FN have been associated with a wide variety of 

maladaptive outcomes including depression (Bress et al., 2013; Bress, Meyer, & Hajcak, 

2015; Bress, Meyer, & Proudfit, 2015) and problematic internet use (Yau, Potenza, Mayes, 

& Crowley, 2015). Utilizing time-frequency methods to better dissociate underlying theta 

and delta power and phase synchrony measures may provide evidence for more specific 

mechanisms that contribute to the development of these disorders and problem behaviors. 

Indeed, blunted delta power in particular has been related to the onset of depression in 

adolescence (Nelson et al., 2017).

In conclusion, the current study provides evidence of the utility of time-frequency 

approaches in understanding developmental changes in feedback processing. Time-

frequency methods revealed developmental changes within both the theta and delta bands 

that were unable to be detected using ERPs alone. Adolescents exhibited different 

developmental patterns within theta and delta bands for both power and phase synchrony. 

These findings further support the notion that theta and delta activity reflect different 

neurological mechanisms during feedback processing. Moreover, the increase in delta power 

and phase synchrony throughout late childhood and adolescence suggests that activity within 

the delta band may be an especially influential part of feedback processing that needs to be 

considered throughout development.
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Figure 1. 
Unfiltered grand average ERP Waveform and topographic plot of the voltage difference 

between loss and gain between 213 ms and 273 ms. The line at 0 ms in the waveform 

represents feedback onset.
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Figure 2. 
Time-Frequency Principal Components Analysis. TF energy distributions and topographic 

plots based on PCA weights for both theta and delta bands in response to gains, losses, and 

the difference between gains and losses.
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Figure 3. 
Inter-trial phase synchrony. TF energy distributions and topographic plots based on PCA 

weights for both theta and delta bands in response to gains, losses, and the difference 

between gains and losses.
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Figure 4. 
Relations between age and TF neural measures. Loss is presented in red, while gain is 

presented in blue. Both delta power and ITPS increase with age, while theta power decreases 

with age. Theta ITPS to loss showed a pattern of increasing with age, while theta ITPS to 

gain showed a pattern of decreasing with age.
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